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Abstract

In his seminal work, Schelling (1971) shows that even preferences for
integration generate high levels of segregation. However, this theoretical
prediction does not match with decreasing levels of segregation observed
since the 1970s. We build a general equilibrium model in which preferences
depends on the number of peers and unlike individuals, but also on the
weight they attribute to living in the minority or along a sizable minority,
which we call their perception of the minority. In this framework, there
always exists a structure of the preferences for which integrated equilibria
emerge and are stable. Even when individuals are racist, there is still a level
of the perception of the minority for which integration is a stable outcome.
We then propose an econometric method to derive the structural preference
parameters of the model in the case of South Africa. Estimated preferences
provide evidences toward more integration.
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1 Introduction

Since the abolition of Slavery, the cohabitation between Blacks and Whites is reg-
ularly a hot topic in the public debate of modern society.1 A large fraction of the
White population lost a lot during this transition.2 Consequently, Whites (espe-
cially in rural areas) held Black people responsible for their economic difficulties in
a racial rhetoric known as the ”White-supremacy” complex.3 The political debate
were then reoriented4 on racial grounds which ended in the enforcement of legal
segregation in the United States with the Separate but equal paradigm during the
Jim Crow period or the Apartheid regime in South Africa. After the Fair Housing
Act in 1968, which put an end to the Jim Crow era, segregation were expected
to decrease in the United States and it was effectively the case. After reaching
a peak in 1970, segregation declined to its actual level equivalent to the level of
segregation in 1910.5 Segregation in South Africa follows a similar pattern. From
the enforcement of the Apartheid policy in 1948, segregation increased until its
maximum at the beginning of the nineties. After the political transition, segrega-
tion started to decline. However, the different explanations advocated do not fit
with empirical evidences.

First, segregation is believed to be the result of discriminations in the housing
market.6 But if we look at several indicators of such discriminations such as the
Black-White homeownership gap on one hand, it is quite puzzling to see that this
gap is quite stable over a pretty long period of time (1930-2010, Figure 1a).7 Like-
wise, although homeownership has increased for both Blacks and Whites, it did so
during a period of increasing segregation between 1940 and 1980. Moreover, when
segregation starts to decrease in the seventies, the homeownership gap appears to
be stable for the subsequent period. On the other hand, if we look at the Black-
White price differential, the evidences are quite unclear despite recurrent findings
of a Black premium. Indeed, previous attempts to estimate this additional cost

1The Black-White relationship is not the only racial tension but probably one of the most
prominent. You can think for instance to the persecution of Jews (see for example Vöıgtlander
and Voth[83] or Glaeser[42]).

2Piketty and Zucman[65] show that the stock of slaves represented up to 3 years of national
income in the United States during the 1770-1860 period. Thomson[79] depicts a similar picture
of South Africa during the same period.

3See Ackiss[1] or Heer[47] for more details.
4See Glaeser[42] for a description of the mechanism and evidence about lynchings and hate-

creating stories during this period.
5See Cutler et al.[22], or Glaeser and Vigdor[41]. See also Figure 1.
6See Taeuber[78], or King and Mieszkowski[53]. See Dawkins[25] and Charles[16] for detailed

surveys.
7The data of homeownership are taken from Collins and Margo[21] while the data of segrega-

tion are taken from Glaeser and Vigdor[41]. They report dissimilarity and isolation indices for
Blacks against non-Blacks. Both have used the U.S. census data to compute their indicators.
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Figure 1: Segregation in the United States.

are often limited to local housing markets and do not study the dynamics of the
prices. Thus, results differ according to the market considered and the period
studied. For instance, King and Mieszkowski[53] find evidence of a Black premium
in New Haven in 1969,8 while Lapham[55] does not for Dallas in 1960.9 More re-
cently Cutler et al.[23] find that in 1990 Whites were paying a premium for living
into homogeneous neighborhoods. Finally, Ihlanfeldt and Mayock[48] and Bayer
et al.[4] provide recent evidences of price discriminations against Blacks between
1990 and 2008.10 Lastly, discrimination practices conducted by real estate brokers
are more subtle but have been proven to be resilient. Thus, steering and redlining
are still used to discriminate between Blacks and Whites.11

Then, a branch of the literature12 advocated that segregation occurs because
Blacks and Whites have different racial preferences and that homophily and racism
can explain the trends observed. Thus the decline in segregation would occur be-
cause individuals were becoming more tolerant. Although we can observe some
compliance to the collective goals of integration and tolerance, individuals seems to
be in practice as reluctant as before to integration. For instance, while they agree
on the principle of integrated schools, the share of people agreeing to send their kids
to schools with a specific share of black kids is pretty stable over time (See Figure

8Yinger[86] for St Louis in 1967 or Schafer[69] for Boston in 1970 find also evidence of a Black
premium.

9Kiel and Zabel[51] document the evolution of the Black-White price differential over the
period 1978-1991. They find a reduction for Chicago and Denver (while they find that prejudice
increases contrary to Chicago) but a worsening for Philadelphia.

10Ihlanfeldt and Mayock[48] study the period 2003-2005 in Florida and find evidences of dis-
criminations against Asians as well. Bayer et al.[4] document the situation in four major cities
from 1990 to 2008.

11Munnell et al.[60] provide evidences of robustness of redlining practices in the mortgage
market. Yinger[88] documents racial steering in 1981 while Galster and Godfrey[40] brings
recent evidences of the persistence of such practices. Finally, Massey and Lundy[57] show that
discrimination can occur even before seeing the real estate brokers.

12See Becker[8], Schelling[70][71][72], or Farley et al.[33][34]. Dawkins[25] and Charles[16]
review extensively this point.
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1b).13 Even for neighborhood preferences, Whites still prefer to live in overwhelm-
ingly White neighborhoods while Blacks favor equally populated neighborhoods.14

However, these kinds of preferences have been proven to generate high levels of
segregation as both Blacks and Whites preferences cannot be satisfied simultane-
ously.15 An abundant literature in social psychology has demonstrated that these
changes reflect the transformation of racial attitudes from the old-fashioned racism
to a subtler form of racism.16 This shift has led a majority of Whites to believe that
Blacks are no longer discriminated and generated a profound disillusion inside the
Black community. Moreover, they have also shown that negative racial stereotypes
still remain prevalent in the United States and mirror much more the Whites’ true
concerns about integration.17 As last questioning example, Glaeser[42] has doc-
umented the postbellum anti-Blacks hatred. He shows that both lynchings and
stories about ”negro murder” reach a top in the 1890s and decline afterwards while
segregation continuously increases over the same period. Moreover, this particu-
larly violent events occured during the least segregated years. All these evidences
about racial preferences are particularly puzzling as the theoretical literature pre-
dicts that segregation should emerge and persist in the long run even if individuals
have integrationist preferences.18

Finally, it is often argued that individuals choose where to live according to the
provision of public services in the neighborhood, predicting a complete sorting by
income of the neighborhoods.19 Thus, segregation by race would be a side effect
of segregation by income. However, if individuals have different ethnic preferences
for public goods, this could hardly promote integration as Blacks would favor dif-
ferent locations than Whites according to the public good provided. For instance,
Dawkins[26] estimates with data over the period 1980-2000 that an increase of 10%
of this selection effect could increase segregation across jurisdictions by between
4% and 7%. Moreover, empirical studies show that individuals in integrated neigh-

13The data of school preferences are taken from Bobo[10], originally derived from the General
Social Survey. Data on segregation again come from Glaeser and Vigdor[41]. The curve labelled
”Same” represents the share of individuals responding favorably to the question ”Do you think
White students and Black students should go to the same schools or to separate schools?”
while the curves labelled ”Few”, ”Half”, ”Most” represent the share of individuals responding
favorably to the question ”Would you have any objection to sending your children to a school
where [number] of the children are Blacks?” in a successive order.

14See Farley et al.[33][34].
15See Schelling[71], Vigdor[82] and Clark and Fosset[20] among others has demonstrated this

impossibility.
16See Gaertner and Dovidio[38], Kinder and Sears[52], or Bobo et al.[11]. See Bobo[10] for a

more detailed review.
17See Bobo and Zubrinsky[9], Farley et al.[35], or Timberlake[81]. Bobo[10] and Charles[16]

review precisely this literature.
18See Schelling[70][71][72], Pancs and Vriend[63], or Zhang[89] among others.
19See Tiebout[80].
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borhoods vote for a lower provision of public goods.20 In this case, individuals are
likely to move to homogeneous neighborhoods if they want to counterbalance this
effect, again predicting an increase of segregation. In the same spirit, Glaeser et
al.[43] demonstrates that poors tends to concentrate in central cities due to the
supply of public transportation in 2001. But again, this is an argument in favor
of more segregation as reducing commuting costs allows individuals to more eas-
ily reside in homogeneous neighborhoods.21 All these evidences are puzzling as
segregation declines at the same period. Finally, several researchers have looked
directly at the relation between inequality and segregation. They have found that
segregation tends to rise when inequalities decline due to the formation of new
Black affluent neighborhoods after the Black middle-class has reached a certain
critical level.22 However, the difference in income explains only a small fraction of
the Black-White segregation.23

South Africa have been much less studied but the few evidences reported by
the literature suggest a similar pattern. The trends in segregation have been doc-
umented by Christopher[17][19][18]. His work is only descriptive and stopped in
2001, only seven years after the political transition but shows that segregation
rises and falls as in the United States while the timing is specific to South Africa
(see Figure 2).24 Concerning the discrimination in the housing market, no study
really explores this issue in South Africa. Most of them describe the living condi-
tions in the townships. Although a lot have been done to improve them, extreme
poverty is still a common feature, high criminality and violence continue as well,
and intolerance is still pervasive in the townships.25 On the other hand, racial
attitudes have been more studied. The evidences point to an improvement of the
acceptation of the general principle of racial equality but when the question of
its implementation comes, racial cleavages reappear.26 However, the prevalence
of the old-fashioned racism is a specifity of the South African case, maybe due
to the particular timing in the country. While in the United States old-fashioned
racism has mutated and is only slightly present in its original form, it is much

20Alesina et al.[2], Luttmer[56], Poterba[66], and La Ferrara and Mele[54] are good examples
of this effect. See Alesina and La Ferrara[3] and Stichnoth and Van der Straeten[77] for detailed
surveys.

21See Bayer and McMillan[6].
22See Sethi and Somanathan[75] and Bayer et al.[5]
23See Bayer et al.[7] and Sethi and Somanathan.[76]
24The data on segregation are taken from Christopher[17][19][18] who reports pairwise dis-

similarity indices at the enumeration area level. We simply take the mean of each pairwise
dissimilarity index in order to provide a general picture of segregation in South Africa which is
represented by the curve labelled ”dissimilarity” in Figure 2.

25See Jürgens et al.[49] or Darkey and Visagie[24].
26See Durrheim et al.[30], Dixon et al.[27]
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Figure 2: Segregation in South Africa.

more resilient in South Africa.27 Moreover, racial attitudes in South Africa are
also driven by stereotypes and ethnocentrism is present among all racial groups.28

This is consistent with homophillic behaviors such as the Black diamonds.29 It is
difficult however to believe that desegregation should have occured by the action
of the mentioned factors.

As the main explanations advocated seems uncorrelated to the rise and decline
of segregation, what could explain the dynamics observed? In this paper, we
provide a new explanation for the evolution of segregation. We argue that people
may perceive some benefits from living in integrated neighborhoods and choose
to relocate in these newly desirable locations. These benefits can be of different
orders. We might think for instance to complementarities in the job market as
Blacks and Whites specialize in different tasks,30 or to the improvement of risk-
sharing due to the different assets held by Blacks.31 Basically, these effects depend
explicitly on the size of the minority in the neighborhood which is why we talk
about perception of the minority. Moreover, they are supposed to be color-blind
in the sense that a White minority should also provide the same kind of benefits in
a Black neighborhood. Thus we build a location choice model in which we directly
implement this complementary externality in the utility function of the individuals

27See Durrheim[31]
28See Duckitt et al.[29], Gordijn et al.[44], and Finchilescu[36] for examples.
29The term Black diamonds refers to Africans who prefer to keep living in the townships

despite they can afford living in former Whites suburbs for status or networks concerns. See
Donaldson et al.[28] for more details.

30Borjas[12] shows that natives benefit from immigration essentially by complementarities in
the production. He estimates the gain from immigration between $7 and $25 billion in the
United States. Ottaviano and Peri[62] find that immigration has raised the wage of natives with
no high school degree by between 0.6% and 1.7% and on average the wage of natives by 0.6%.
Finally, Peri and Sparber[64] demonstrate that immigrants and natives specialize in different
tasks therefore avoiding competition.

31For instance, Bramoullé and Kranton[13] show that if there are risk-sharing relationships
across communities, those who are linked (directly or indirectly) across neighborhoods have a
higher welfare while those who are not have a lower condition but the aggregate welfare is higher.
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next to racial attitude effects. We assume that racial attitude is a function of the
number of individuals of the different groups living in the neighborhood as Schelling
and the following literature did.32 However, our specification is more in the spirit
of Sakoda[68] as all individuals have a specific taste for each racial group. This
approach gives us more freedom in the situations studied and is more realistic
than the fear of the minority status Schelling assumed.33 Our other assumptions
are standard in the literature as we want to concentrate on the interplay between
the perception of the minority, our innovation, and the racial attitudes of the
individuals. Thus we do not consider housing market effects as the literature
on prejudice has shown that discrimination in this market can arise from racial
preferences.34 After documenting the evolution of segregation in South Africa,
we then confront the predictions of our model to census data conducted in South
Africa between 1970 and 2001.

We focus our theoretical study on two sets of racial preferences: mutual reject
and White segregation versus Black integration. We find that integration can
occur and be stable although individuals have homophillic preferences. In this
case, the premium generated by the presence of a minority needs to be sufficiently
high to circumvent the effect of homophillic preferences. But this situation is
dependent from the initial conditions. In fact, if the minority is too small in both
locations, then each minority prefers to relocate in the location where their own
group is the majority rather than keep on living in the minority. As a consequence,
segregation emerge despite a benefit of integration positive enough. But one of
the main difference between this situation and the one described by the literature
is the robustness of the segregated state. In this case, a shock strong enough
can displace the economy into a stable integrated state. As a matter of fact, the
situation described by Schelling appears to be a special case of our model. We find
also cases of non convergent dynamics. In the empirical part, we provide empirical
evidences deriving from structural estimates using Census data of South Africa
which give credits to a push toward integration generated by the preferences of
the individuals.

The paper is organized as follows. Section 2 first describes the model, then pro-
vides the existence result. We characterize the conditions necessary for uniqueness
and stability of an equilibrium in the next subsection. We analyse the two relevent
structures of preferences mentioned earlier in the following subsection. Finally, we
provide an extension of our framework, giving the basis for our identification strat-

32See Schelling[70][71][72], Pancs and Vriend[63], or Zhang[89]
33Bruch and Mare[14][15] discuss the implication of the functional form used by Schelling and

find that the treshold function produces substantially higher levels of segregation. Furthermore,
they determine empirically that individuals react continuously to changes in the racial mix of
their neighborhood. Easterly[32] also finds no evidence of tipping dynamics.

34See Rose-Ackerman[67], Schnare[73], or Yinger[87].
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egy at the end of the section. In section 3, we describe the data and our empirical
methodology. Then we present our reduced form and structural estimates at the
end of the section. We discuss our results in the final section. All proofs are given
in the appendix section.

2 A model of racial integration

2.1 The model

The city is divided into two identical locations indexed on i ∈ I = {1; 2}. Two
groups live in this city. Each individual is directly identifiable by his type k ∈
K = {W ;B} which he can not hide.35 The number of members of group k living
in location i is thus denoted by Nk

i and the total number of individuals of type
k in the city is represented by Lk. We consider, as in the Schelling Bounded-
Neighbourhood model[71][72], that any number of individuals can live in the two
locations.36 Moreover each location constitutes a bounded neighbourhood, i.e. all
individuals inside the location are neighbors with everyone else inside. We assume,
as in McFadden (1974)[58] or Miyao (1978)[59], that individuals of type k have
an utility level Uki for living in location i. Uki is composed by a deterministic
part37 uki and a stochastic part εki which can represent unobserved idiosyncratic
characteristics such that :

Uki = uki + εki. (1)

As Schelling did, we assume that individuals care about the racial mix of the
location where they reside. Moreover, they also care about the presence of a sizable
minority. This takes the following form :{

uWi(NW
i , NB

i ) = aNW
i + bNB

i + γMin[NW
i ;NB

i ]
uBi(NW

i , NB
i ) = cNW

i + dNB
i + γMin[NW

i ;NB
i ]

, (2)

with a, b, c, d, γ real parameters expressing respectively the White taste for
Whites, the White taste for Blacks, the Black taste for Whites, the Black taste for
Blacks, and the perception of the minority. The choice of a linear form is motivated

35We refer to W and B as Whites and Blacks as the racial dimension of segregation is one of
the most salient feature in the United States or in South Africa for instance, while we could have
chosen any other dichotomy such as the young and the old, the rich and the poor, girls and boys
as Schelling explains[71][72].

36Or equivalently that each location is at least of size LW +LB and, more generally, of infinite
size.

37Which can be interpreted as the representative utility of the group k for the location i
according to McFadden[58] and Miyao[59].
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by the work of Bruch and Mare[14] essentially.38 They show with Vignette data
that agents tend to react continuously to the change in the racial mix of their
neighbourhood.

The interpretation of the last term is twofold. First, the min term can be seen
as an explicit modelling of what Schelling[70][71][72] calls the minority status, the
fact that individuals have a preference on whether they live in the minority or not.
Depending on the sign of the γ coefficient, it directly expresses the taste for living
in the minority if I belong to the minority and it reflects my perception of the
minority if I belong to the majority which is also equivalent to minority status.

Second, this min function expresses an idea of economic complementarity be-
tween the groups. For instance, think about a rich White community which needs
a certain amount of poor Blacks in order to do some jobs that they do not want to
do like cleaning the sewers or picking up the trashes.39 Finally other researchers40

have provided argument supporting the idea that more diversity inside a zone
could be profitable for both groups. To simplify, we assume that the parameter
γ is common to both groups. Indeed, if there is an externality due to some com-
plementarity, it is likely that both groups benefit equally from the presence of the
other type. Going back to the exemple previously presented of Blacks cleaning the
Whites’ offices, it is reasonable to assume that the wages offered to the Blacks are
here to pay the cleaning of the offices, and thus the benefits of both groups are
equivalent. From the minority status perspective, it is reasonable to think that if
one group value negatively living in the minority (e.g. due to criminality or poor
public goods provision), it is very unlikely that the other group would appreciate
to live with a sizable minority associated to deleterious effects.

Individuals choose where they want to live according to a best response rule.
Consequently, individuals of type k select location i with probability41 P ki such
that the location they have chosen is the one that maximizes their utility :

P ki = Pr(Uki > Ukj, ∀j 6= i and i, j ∈ I). (3)

We assume that individuals do not move if they are indifferent as the inequality
is strict. Consequently, the Nash equilibrium of the game is an allocation of indi-
viduals accros locations such that all players live in the location which maximizes
their utility :

Nk∗

i = P kiLk, ∀i ∈ I, k ∈ K (4)

38Grauwin et al.[45] also provide an analytical solution of the Schelling model with potential
functions in the case of similar linear utility functions.

39Alan Kirman told me this example.
40See Semyonov and Glikman[74] among others
41Moreover, P ki, as a probability, satisfies P ki ≥ 0 and

∑
i∈I

P ki = 1
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with ∑
i∈I

Nk
i = Lk > 0. (5)

2.2 Existence

Then we can state the existence of an equilibrium in our framework.

Proposition 1. Under the model expressed above, a Nash equilibrium exists.

As our model has only two localities, it is possible to only study the situation in
one location, say location 1, as the situation in the other location is complementary.
This allows us to define intuitively the different states in which the system may
end.

Definition 1. An equilibrium is said to be integrated if all locations match the

racial mix of the society (i.e. if it lies on the line which equation is NB
1 =

LW

LB
NW

1 )

and segregated otherwise. Moreover, it is said to be completely integrated if

each location is equally populated (i.e. if Nk
1 +N−k1 = Nk

2 +N−k2 =
Lk + L−k

2
∀k ∈

K). Segregation is complete if the two groups live entirely in a separate location.
Finally, we say that a group deserts one location if this group lives entirely in
only one location.

The definition of the different states is easily generalizable to the case of n
groups. Moreover, this definition is more general than what the literature is using.
Actually, they say that a state is integrated if all locations are equally populated
by the two groups. Nevertheless, this definition does not take into account the
possible disequilibrium in the size of the two groups, especially when one group is
clearly assumed to be the minority (and therefore the other one is the majority).
In our case, an integrated state reflects the relative size of the two groups in the
society42 and we go back to the standard case used in the literature if both groups
are of equal size.

2.3 Uniqueness and stability

Before analyzing the properties of an equilibrium in this model, we have to made
another assumption about the distribution followed by the stochastic part. In
order to keep the model simple, we assume that εkj − εki follows an uniform
distribution on the interval [α; β] with α < 0 and β > 0. This assumption reduces

42As mentioned by Fossett[37], and Clark and Fossett[20]
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the model to a linear probability model well-known in the discrete choice theory.43

Consequently, we can rewrite our equilibrium system and because we are focusing
only on location 1 we can simplify the notations by replacing NW

1 by W and NB
1

by B. We then get the following system :
W =

∆uW1 − α
β − α

LW

B =
∆uB1 − α
β − α

LB

(6)

with
∆uki(Nk

i , N
−k
i ) = uki((Nk

i , N
−k
i ))− ukj(Nk

i , N
−k
i ) (7)

where −k denotes the type different from k. For the sake of simplicity, let denote
the size of the support of the uniform distribution θ ≡ β − α.

At this stage, it is convenient to assume equal population sizes LW = LB ≡ L
to alleviate computations. In this case we know explicitly the behaviour of the min
term in the utility function.44 We can then compute the equilibrium as a function
of the parameters of the model :



W ∗ =
L2[(c+ d+ γ)(2b+ γ)L+ (a+ b+ γ)(θ − (2d+ γ)L) + α(2b+ γ)] + αL(θ − (2d+ γ)L))

(2b+ γ)(2c+ γ)L2 − (θ − (2d+ γ)L)(θ − (2a+ γ)L)

B∗ =
L2[(a+ b+ γ)(2c+ γ)L+ (c+ d+ γ)(θ − (2a+ γ)L) + α(2c+ γ)] + αL(θ − (2a+ γ)L))

(2b+ γ)(2c+ γ)L2 − (θ − (2d+ γ)L)(θ − (2a+ γ)L)

.

(8)
We have now to specify how the dynamic adjustment takes place if the city is

out of equilibrium. We assume that individuals update their behaviour according
to the configuration of the society in the previous period. Deriving from the system
(6), we have the following dynamic adjustment process :


Ẇ =

((2a+ γ)L− θ)Wt + (2b+ γ)LBt − L2(a+ b+ γ)− αL
θ

Ḃ =
(2c+ γ)LWt + ((2d+ γ)L− θ)Bt − L2(c+ d+ γ)− αL

θ

(9)

43Anderson, de Palma, Thisse (1992)
44see the proof of proposition 2 for explicit details of the behaviour of the min function in this

case.
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with Ẇ =
∂Wt

∂t
and Ḃ =

∂Bt

∂t
.45 At this point, we may note that the perception

of the minority plays a role of correction of the racial preferences. We then have
the following properties :

Proposition 2. Under the dynamic adjustment process (9), an equilibrium is
unique and asymptotically stable if both :

• the corrected intragroup effects are strictly smaller than the standard devia-
tion of the error terms,

• the interaction of the corrected intragroup effects is strictly larger than the
interaction of the corrected intergroup effects.

The link between the uniqueness and the stability is due to the linearity of
this specification. Moreover, we can characterize the level of the perception of the
minority for which the dynamics changes.

Proposition 3. ∀a, b, c, d, θ, L, there exists a γT for which the trace of the Jaco-
bian matrix changes sign, a γD for which the determinant of the Jacobian matrix
changes sign, and at most possibly two γ and γ for which the discriminant of the
characteristic polynomial of the Jacobian matrix changes sign.

2.4 Dynamics

In this section, we explore the relevant situations that can arise from different
preference structures.

2.4.1 Mutual reject

The first case, which can serve as a benchmark, could be a case where both groups
exert homophilly and racism. If the individuals value negatively living in the
minority then this situation is close to the one described by Schelling[71] where
individuals have a preference for their peers but do not want to live in the minor-
ity. We are also close to the “Segregation” case proposed by Sakoda[68]. A clear
example of this situation would be the forced cohabitation of Israeli and Palestini-
ans. Obviously the intragroup parameters have to be positive and the intergroup
parameters negative. We may refer later to this general form as the Schelling
structure of the preferences or simply the Schelling structure. As an example, we
set the parameters values to a = 10, b = −8, c = −3, d = 7, θ = 6, L = 1, which
leads to the following results :

45The system can be solved analytically which is done in appendix.
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Figure 3: Bifurcation diagram of the parameter γ

For all the negative values of γ, we are explicitly in the situation described
by Schelling. People do not want to live in the minority and the stronger the
more segregated they are. We can understand precisely why Schelling and other
authors46 finds that the segregation is the only long-run equilibrium. Indeed, the
only possible dynamics for a negative value of γ (except for a tiny zone between
γD and 0) is a saddle (see figure 1), but the crucial point is that the saddle path
is precisely the line of all the integrated equilibria. Hence the only way to get an
integrated equilibrium in this situation is to start in an already integrated con-
figuration. But any perturbation away from this trajectory leads to a completely
segregated equilibrium. Therefore considering the spatial proximity framework he
uses, the utility function and the neighborhood considered rule out the possibility
to get an integrated equilibrium. Schelling assume that people wants to live in a
neighborhood with at least one half of like individuals.

As a matter of fact, all the definitions of neighborhood are constructed the same
way and take into account all the individuals located inside an area of any radius
R constant for everyone. This is a basic notion of topology but in this case as only
integer numbers of individuals can access live inside the neighborhood, you have
an even number of people living around a central individual in an odd populated
neighborhood. Thus, if you look for instance at the Moore neighborhood, you have
at most 9 individuals living in the neighborhood which is already unbalanced (due
to the fact that you have only two groups and there is no sum of even integers that
can lead to an odd number). But if you remove a peer to the central individual in
order to get a balanced configuration, then the central is dissatisfied because he has
more unlike neighbors than peers and thus leaves the neighborhood which yields
back an unbalanced configuration. Consequently, integrated equilibria cannot be
reached and this is why the stochastically stable equilibria are those which are
segregated.

Now if we consider positive values of γ, the unique completely integrated equi-
librium is still unstable but the dynamics has changed for an unstable node. In
this case, the basins of attraction of the integrated states no longer reduce to the
previous saddle path. Now the set of the possible configurations is divided into
four zones defining the basin of attraction of a corner state, two of them being

46See for example Zhang[89], Pancs and Vriend[63], or Young(1998)
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integrated and the two others segregated. This configuration is particularly in-
teresting, especially for public policies, because it is a parallel with the growth
literature and the ”Big push” story. Indeed, if a city is trapped into a segregated
state then, by relocating enough people of one specific type, you can switch to
an integrated city. However, this is at the cost of deserting the other. But we
provide here theoretically some support for the design of public programs such as
the well-known Moving To Opportunity program in the United States.

Are these results sensitive to a particular set of parameters? By keeping the
same sign of the parameters as described above, applying a more extreme param-
eters set does not change the order of the different threshold values of γ but just
shifts them upward. Thus, at a certain point γ has to be positive enough to trigger
the switch between a saddle path and an unstable node. However, a less extreme
parameters set can produce different dynamics. For instance, let choose the least
extreme integer parameters respecting the Schelling structure of the preferences,47

i.e. a=d=1, b=c=-1, the others remaining the same. We thus obtain the following
bifurcation diagram :

Figure 4: Bifurcation diagram of the parameter γ. Here, γ represents the repeated
root obtained by solving the equation Tr2 − 4Det = 0 in γ. As the solution is
unique, the discriminant does not change sign with respect to this root.

The two first regimes are in fact only one because of the repeated root which
does not change the dynamics. Having a sink in this case is consistent with the
results of Miyao[59], and in particular if we set γ equal to 0 we go back exactly to his
work. However, we provide here a more general results because the sink dynamics
holds for any value of γ belonging to the open interval (−∞; γD). Increasing
again the value of γ yields a saddle dynamics. However, the saddle path in this
case no longer matches the set of integrated states but links the two completely
segregated states. The implications are important because segregation is no longer
a stable state in the long run. If individuals deviate only slightly, then the only
stable state are integrated and one location is deserted. This result is in line with
the results of Bøg (2007) who shows that the only stochastically stable states are

47We could have chosen a structure of the preferences for which all individuals are indifferent
to the presence of both type, i.e. a=b=c=d=0, the others being kept constant, the different
threshold values of γ would have conserved the same order and thus the same dynamic properties
(γ = 0, γD = 3, γT = 6).

14



integrated if there is at least one social activist (i.e. an individual who prefers to
live in an integrated neighborhood if possible, and in an unlike ghetto rather than
surrounded by peers otherwise).

Proposition 4. ∀a, b, c, d, θ, L, there always exists a level of the perception of the
minority for which the only stable states are integrated.

2.4.2 White segregation versus Black integration

Here, one group exerts both homophilly and heterophilly whereas the other has
homophillic and racists preferences. This kind of preferences has been revealed
empirically in the classical work of Farley et al.[33] in the Detroit area. Using data
from the Multi-City Study of Urban Inequalities during the late Seventies, they
find that Blacks prefer to live in an integrated neighborhood whereas Whites only
value positively homogeneous areas despite that they have the same knowledge of
the housing market. Obviously in this case, the Whites have the same preferences
structure than in the Schelling structure but Blacks value positively both living
with like and unlike individuals. We will refer to this general form as the Farley
structure of the preferences. The parameter are set to a = 10, b = −8, c = 5, d =
7, θ = 6, L = 1. The bifurcation diagram is thus :

Figure 5: Bifurcation diagram of the parameter γ. Here, γ is represented on the

same point than γD because at this scale the two points are confunded in an unique
one due to the closeness of the two values (γD ' −9.71 and γ ' −9.65). Moreover,

for the sake of clarity, we represent only one interval between (−∞; γD) as the type
of the dynamics does not change by crossing over γT .

The saddle paths still link the integrated equilibria but from now on, the seg-
regated states that can occur are not complete. Even if Whites want to avoid the
contact with Blacks, they have to live with a share of Blacks which size depends
on the value of the perception of the minority. The less negatively the minority
is perceived, the larger the share of Blacks living with Whites. The mechanism
is quite simple here. If the perception of the minority is higher, Whites are more
willing to tolerate more Blacks in their location but also more Blacks are willing
to live in the minority with Whites. These two effects increase consequently the
number of Blacks living with Whites. Moreover, the repartition is quite consistent
with the patterns observed by Farley et al.[33]. They describe the city of Detroit
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Figure 6: Representation of the different subsets of the city.

as mainly inhabited by Blacks in the central districts while Whites prefer to live
in the suburbs, hence the title of their paper ”Chocolate city, Vanilla suburb”.
Then the spiral source emerges as the perception of the minority increases. At
this point, Blacks in the Whites-deserted location are attracted by both the max-
imal concentration of Whites and a growing Black minority in the other one. But
as Blacks come in the Whites-occupied location, Whites move out to the previ-
ously Blacks-occupied one. Blacks are then attracted by their former predominant
location and so on. This leads to a limit cycle where Blacks chase Whites and
the system alternate between a completely segregated state and an integrated one
with complete desertion. Then finally as the perception of the minority becomes
large enough, a source dynamics appears again. The difference with the source
dynamics with the Schelling structure resides in the fact that the segregated states
which can arise are not completely segregated, a small share of Blacks still living
with Whites.

2.5 Different population sizes

Now, we relax the assumption of equal population sizes. At the city level one
group overwhelms the other, say LB > LW which is the South African case.48

The particularity of this situation resides in the apparition of a subset of the set
of racial mixes in which the minority group at the global level is also a minority
at the local level for all the locations. When populations are equal this situation
is impossible as a group in minority in one location is, by complementarity, the
majority in the other location.

48Note that the reverse assumption LW > LB is the American situation while the case of
equality LW = LB describes the Brazilian case.
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Figure 6 gives a representation of the two types of subsets in which the society
can be. The red diamond corresponds to a subset of the city, let us call it D, where
the minority group at the city level is also a minority at the local level.49 The two
white triangles, let us denote them E and F , are the sets where the minority group
in one location is the majority group in the other location.

Thus the utility function, and therefore the difference in utility between two
locations can be rewritten as:

∆uW1(B,W ) =


2(a+ γ)W + 2bB − (a+ γ)LW − bLB ∀(B;W)∈ D

(2a+ γ)W + (2b+ γ)B − (a+ γ)LW − bLB ∀(B;W)∈ E

(2a+ γ)W + (2b+ γ)B − aLW − (b+ γ)LB ∀(B;W)∈ F
(10)

and

∆uB1(B,W ) =


2(c+ γ)W + 2dB − (c+ γ)LW − dLB ∀ (B;W) ∈ D

(2c+ γ)W + (2d+ γ)B − (c+ γ)LW − dLB ∀ (B;W) ∈ E

(2c+ γ)W + (2d+ γ)B − cLW − (d+ γ)LB ∀ (B;W) ∈ F
(11)

Then the corresponding dynamics is:

Wt+1 =



2(a+ γ)WtL
W + 2bBtL

W − (a+ γ)LW
2 − bLBLW − αLW

θ
∀ (B;W) ∈ D

(2a+ γ)WtL
W + (2b+ γ)BtL

W − (a+ γ)LW
2 − bLBLW − αLW

θ
∀ (B;W) ∈ E

(2a+ γ)WtL
W + (2b+ γ)BtL

W − aLW 2 − (b+ γ)LBLW − αLW

θ
∀ (B;W) ∈ F
(12)

and

49As a proof, the red diamond is the set of all points where min[W ;B] = W and min[LW −
W ;LB −B] = LW −W which concludes the proof.
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Bt+1 =



2(c+ γ)WtL
B + 2dBtL

B − (c+ γ)LBLW − dLB2 − αLB

θ
∀ (B;W) ∈ D

(2c+ γ)WtL
B + (2d+ γ)BtL

B − (c+ γ)LWLB − dLB2 − αLB

θ
∀ (B;W) ∈ E

(2c+ γ)WtL
B + (2d+ γ)BtL

B − cLWLB − (d+ γ)LB
2 − αLB

θ
∀ (B;W) ∈ F

(13)
These last two sets of equations are important for the empirical part as they

can be directly estimated and depending on the set in which the society is, we are
able to identify directly all the coefficient and especially our parameter of interest
γ.

3 Racial preferences in the Post Apartheid South

Africa

3.1 Structural estimates

In order to approximate the different subsets of the previous section, we divide
the sample in two subsamples. The first subsample is composed by districts in
which Whites constitute the majority, whereas the second subsample is composed
by districts in which Blacks constitute the majority. Thus, each district is an
observation of a random variable corresponding to a location. Then regressing
on a particular subsample will gives us the effect for this particular subset. For
instance, if we regress on the White-dominated subsample, we are considering
that location 1 is dominated by Whites. So location 2 is dominated by Blacks.
Therefore, we are currently located in the subspace E. Similarly, if we regress on the
Black-dominated subsample, we are considering that location 1 is dominated by
Blacks. So location 2 is dominated by Whites. Therefore, we are currently located
in the subspace F.50 Thus, the empirical counterpart of the dynamic equation 12
(for Whites in E) is a linear autoregressive model:

50Note that being in the subspace E is equivalent to being in the subspace F as E and F are
symmetric. Thus it is just a matter of notations and how you define location 1 and location 2.
Moreover, the construction of our subsamples insures that we cannot be in the subspace D as
each subsample is dominated by a different group. For the rest of the paper, we will adopt the
convention that the location 1 is the location dominated by Whites whereas location 2 is the
location dominated by Blacks.
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Wi(t+ 1) = δ + β1Wi(t) ∗ LWi (t) + β2Bi(t) ∗ LWi (t) + β3L
W 2

i (t) + β4L
W
i (t) ∗ LBi (t)

+ β5L
W
i (t) + β′Xi(t) + εwi

(14)

with δ a constant term, β′Xi(t) a set of location specific control variables with
their associated coefficient expressing the attractiveness of the locations51, and εwi
an idiosyncratic shock that is both location and group specific.

We estimate separately equation 14 for each group and each location by Ordi-
nary Least-Squares. We thus get a set of four equations. To recover the structural
parameters of our model, we have both a theoretical and an empirical description.
By identification, we get a system of equations between the structural parameters
and the reduced form parameters. Unfortunately, the system is overidentified and
we have to turn to a least-squares solution.

Recalling equation 12 for Whites in the subspace E, we have that:

W1(t+ 1) =
(2a+ γ)WtL

W + (2b+ γ)BtL
W − (a+ γ)LW

2 − bLBLW − αLW

θ
(15)

Then by identification with equation 14, we get the following system of five
equations but four unknowns: 

β1 = 2a+ γ
β2 = 2b+ γ
β3 = −(a+ γ)
β4 = −b
β5 = −α

(16)

The least-square solution results from the following minimization programme:

min
a,b,γ,α

(β1 − 2a− γ)2 + (β2 − 2b− γ)2 + (β3 + a+ γ)2 + (β4 + b)2 + (β5 + α)2 (17)

Then we derive analytically the expression of an estimator of our structural
parameters using the first order conditions of the minimization programme. We
obtain that:

51Throughout the paper, boldface characters denote vectors and matrices.
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â =
7β1 − 3β2 + 4β3 − 6β4

10

b̂ =
2β1 + 2β2 + 4β3 +−6β4

10

γ̂ =
β2 − β1

2
+ β4 − β3

α̂ = −β5

(18)

Finally, we recover the standard errors of all the estimators of the structural
parameters by the delta method.

3.2 Data description

We exploit the data coming from the Community Profiles associated with the
census waves conducted in South Africa between 1996 and 2011. Community
Profiles are cross-tabulations of the full count aggregated by geographic areas.
They aim to guide the action of local public authorities. They are available up to
the enumeration area level for the 1996 and 2011 censuses, and to the subplace
level for the 2001 Census. As our statistical unit is a geographic subdivision, we are
facing two problems. First, we would like to have the largest sample size to conduct
a statistical analysis. Second, as segregation measures are sensitive to changes in
boundaries, we would like to have the most stable geographic layer. Unfortunately,
over the 1996-2011 period, no geographic layer remained unchanged. Thus, we have
chosen to work at the subplace level adjusted to the 2001 boundaries. To adjust
the data, we use the freeze history approach.52 The overlap between the ”source”
and the ”target” polygons serves as weight to adjust the data of the ”source” layer
to the targeted layer. See Appendix ”X” for more details. This procedure leads
to a sample size of 21243 subplaces in the three Census waves. Moreover, the
subplace has a concrete meaning for individuals as it is the broad area by which
they locate their living place in a city. Real estate agencies also use this layer for
theirs advertisements.

Our dependent variable should be the number of Whites53 in a subplace at a
particular census wave. However, we use instead the share of Whites in a subplace
to avoid the effect of population size disparity between subplaces. We add 1 to
this share and take the natural logarithm. The addition is made to avoid problems

52See [61] for a more detailed description.
53We detail data construction only for Whites in the text for the sake of brevity. But the same

transformations apply also for Blacks.

20



of existence of the natural logarithm for subplaces with one population group
missing. The natural logarithm allow us to interprete the estimated coefficients as
elasticities.

The main independent variables are the number of Whites and Blacks in a
subplace at the previous census waves. We also apply the same transformations
as the dependent variable. We interact them by a measure of the total size of the
group at the province level. This measure is the natural logarithm of one plus the
share of Whites at the province level. This variable also appears on his own and
squared.

The set of control variables is composed by subplace specific variables of the
basic socioeconomic variables such as the mean age, the mean income level, the
unemployment rate, the mean number of years of education. They are either
measured as the natural logarithm of these variables, or of one plus the share if
their is a problem of existence as before. More details about the construction of
these variables can be found in the appendices.

3.3 Endogeneity and heteroscedasticity issues

3.3.1 Heteroscedasticity issues

As we are interested in inference on structural parameters, we are concerned by het-
eroscedasticity issues. This is a very common feature of microeconomic databases.
Our dataset does not avoid this problem.54 We then use the heteroscedastic-robust
variance-covariance matrix of White[84] as a correction.

3.3.2 Endogeneity issues

Our model is also subject to endogeneity issues for several reasons. First, in
autoregressive models, if you have long memory in the error terms, then the error
term at a period t is correlated to the autoregressive regressor because the latter
is correlated with the error term at the previous period t − 1. In our context,
forced displacements during the Apartheid can still possibly explain part of the
current racial composition. Second, we might have omitted important factors.
For instance, discriminatory practices in the housing or mortgage markets might
have an impact on the racial composition. Thus discriminatory practices would
be correlated with the number of Whites in the previous period and the error
term at t because of the autoregressive structure. Finally, there is a measurement
error problem as censuses usually suffer from under- or over count. According to

54We provide the results of the Breusch-Pagan test[? ] in the appendix (table 7). The
homoscedasticity assumption is rejected in all cases.
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Statistics South Africa, undercount might be due to lack of accessibility which is
correlated with race.

Following Kasy[50], we construct instruments using the spatial structure of the
White population. We average the number of Whites in contiguous subplaces using
queen contiguity of order 1,2, and 3. On the one hand, if a subplace is dominated
by Whites, neighboring subplaces are more likely to be populated by Whites as
individuals exert homophillic behaviors. On the other hand, discriminatory prac-
tices in a subplace are less likely to be correlated with the number of Whites in
adjacent subplaces. Kasy[50] argues that neighboring areas 3 kms away from the
origin are likely to be valid instruments. In this regard, we exclude the first ring of
neighboring subplaces and use only 2nd and 3rd order contiguous subplaces. We
estimate the model with GMM.

We test for endogeneity using the augmented regression approach of Wu[85] as
the assumption of homoscedasticity of the Hausman’s test is not verified here.55

Moreover, we test overidentifying conditions as we have four instruments for two
endogenous variables. Results of the Hansen’s test[46] is provided in table 6.

4 Discussion

The first observation we can make about our structural estimates is that we find
strong homophillic tastes for both Blacks and Whites. It is always stronger for
Whites than their taste for Blacks. It is almost always true for Blacks also. How-
ever, Whites always have a positive taste for Blacks which is more surprising con-
sidering the strong racist rhetoric of the White government during the Apartheid
years. Nevertheless what we observe is a mean effect, and a possible explanation
is that Whites racists may have been marginalized through time and the efforts
of reconciliation made by Mandela. For Blacks, the evidences concerning their
taste for Whites are more ambiguous. When we estimate separately each group
and location (table 4, columns 1-4), they express some aversion for Whites as c is
always negative. But the magnitude of this effect varies a lot. When we switch
to joint estimations, the aversion is replaced by a positive taste for Whites with
again a lot of variation. All these elements may indicate that the definitive effect
is probably small and require more informations to be precisely estimated.

When we turn to the perception of the minority coefficient, again we have
some differences between the separate estimations and the joint estimations. In
the former case, Whites living in Whites dominated districts express a distaste
for living in the minority while Blacks living in Black dominated districts tend
to like the presence of a White minority. Table 18 provides more evidences in

55See Table 7 for heteroscedasticity. See Table 5 for tests of endogeneity.
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this direction. Whites generally reject living in the minority while accepting the
presence of Blacks. They even dislike more living in the minority than they like the
presence of Blacks which may explain their reluctance to integrate. In the same
time, Blacks are prone to live in the minority, and it is almost always stronger
than their taste for Whites. This should act as a strength of the integration of
Blacks. When we look at the joint estimations, the evidences point out a distaste
for diversity, even if in the Black dominated location minority is positively viewed.
Whites even tends to integrate more than Blacks as they prefer more the presence
of Blacks than they dislike living in the minority. In fact, separate and joint
estimations go in the opposite direction. However, test about the equality of the
gamma coefficients seems to give credits to the interpretations with group specific
values of gamma. Thus we should turn to a model considering this difference.
Nevertheless, the discrepancy between the two hypotheses about gamma does not
alter the results of more integration. It just impact who is integrating with whom.
When both group perceives the minority the same way, Whites tends to integrate
with Blacks while the reverse occurs if each group has a specific perception of the
minority.

5 Appendix

5.1 Proof of Proposition 1

Proof. Consider a simplex S defined by Nk
i ≥ 0 and

∑
k

∑
i

Nk
i = L > 0. Let us first

study the differentiability of the function ∆uki(W,B). As the two populations are
equal, we can explicit the behaviour of the min term. If W < B then min[W,B] =
W and min[LW − W,LB − B] = LB − B. If W > B then min[W,B] = B
and min[LW − W,LB − B] = LW − W . If W = B then min[W,B] = W and
min[LW −W,LB −B] = LW −W by convention. Then by simple algebra, we can
deduce that the function ∆uki can be expressed finally as :

∆uki(W,B) =


(2a+ γ)W + (2b+ γ)B − L(a+ b+ γ) if W 6= B

(a+ b+ γ)(2W − L) otherwise
(19)

Then the function ∆uki(W,B) is differentiable on a domain if both the partial
derivatives exists and if it has a total differential in each point of its domain.
First let look at the case W = B. Thus, ∆uki(W,B) reduces to a function of a
single variable and we can easily check that ∆uki(W,B) is effectively differentiable.
When W 6= B we can easily see that the two partial derivatives exists, and, with
a bit of algebra, that for an arbitrary (W0, B0) with W 6= B,W0 6= B0 :
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lim
(W,B)→(W0,B0)

W 6=B

∆uki(W,B)−∆uki(W0, B0)− [
∂∆uki

∂W
(W0, B0)](W −W0)− [

∂∆uki

∂B
(W0, B0)](B −B0)

|(W −W0)2 + (B −B0)2|
= 0

(20)

Then ∆uki(W,B) is differentiable for all W 6= B and in fine differentiable for
all (W,B). Then P kiLk is a continuous function which maps from S (which is a
convex and compact set) into itself. Hence, the existence of a fixed point Nk∗

i ≥ 0
such that Nk∗

i = P ki(uki(Nk∗
i , N

−k∗
i ), ukj(Nk∗

j , N
−k∗
j ))Lk, ∀k ∈ K, ∀i, j ∈ I is

ensured by Brouwer’s fixed point theorem.

5.2 Proof of Proposition 2

Proof. Let us first provide the conditions for uniquenes and the ones for stability,
then let us show that uniqueness implies stability, and finally that stability implies
uniqueness. Define two vectors

N ≡ (NW
1 , NW

2 , NB
1 , N

B
2 ),

f ≡ (f 1W , f 2W , f 1B, f 2B)
(21)

with fki ≡ Nk
i − P ki(.)Lk ∀k ∈ K. Hence, solving the system f(N) = 0

gives us the equilibrium. As shown in the proof of proposition 1, the function
∆uki(W,B) is differentiable which implies that f is a differentiable mapping from
Ω into R4, with Ω a closed rectangular region Ω = {N |0 ≤ Nk

i ≤ Lk}. The
Jacobian matrix is thus :

Jf =
1

θ

(
θ − (2a+ γ)L −(2b+ γ)L
−(2c+ γ)L θ − (2d+ γ)L

)
(22)

if W 6= B, and is equal to diag{θ − 2(a + b + γ)L, θ − 2(d + c + γ)L} other-
wise. Then according to the theorem 4 of Gale and Nikaidô[39], the mapping f is
univalent if the Jacobian matrix is a P-matrix (i.e. a matrix with all its principal

minors positive). Thus in our case, as
1

θ
> 0,56 we have the following sufficient

conditions :
θ > (2a+ γ)L,
θ > (2d+ γ)L,
(θ − (2a+ γ)L)(θ − (2d+ γ)L) > (2c+ γ)(2b+ γ)L2.

(23)

56Because of the assumption α < 0 and β > 0

24



If this conditions are satisfied, the uniqueness of the equilibrium is implied by
the univalence of the mapping f .

Let us now examine the stability conditions considering the dynamic adjust-
ment process in equation (9). We can remark that the right-hand side of the
dynamic system is equal to −f(N) leading to the same Jacobian matrix multi-
plied by −1 :

Jf =
1

θ

(
(2a+ γ)L− θ (2b+ γ)L

(2c+ γ)L (2d+ γ)L− θ

)
. (24)

Then by classical arguments, the equilibrium is stable if the two eigenvalues
of our system have a negative real part which can be viewed by conditions on the
trace and the determinant :{

(a+ d+ γ)L− θ < 0,
(θ − (2a+ γ)L)(θ − (2d+ γ)L)− (2c+ γ)(2b+ γ)L2 > 0,

(25)

which is easily seen by simple algebra to be the same conditions as for the
uniqueness. Moreover, we can easily rewrite the condition on the trace of the
Jacobian matrix such that the standard deviation of the uniform error is :

θ√
12

>
(a+ d+ γ)L√

12
(26)

which completes the proof.

5.3 Proof of Proposition 3

Proof. We solve the equation TrJf = 0 for γ which leads directly to

γT =
θ

L
− a− d. (27)

Then solving |Jf | = 0 for γ leads to

γD =
θ2 − 2aθL− 2dθL+ L2(4ad− 4bc)

2[bL+ cL− aL− dL+ θ]L
. (28)

Finally, solving Tr2Jf − 4|Jf | = 0 for γ is a bit more computationally intensive.
First, let rewrite the equation as :

Tr2Jf−4|Jf | = [2((a+d+γ)L−θ)]2−4[(θ−(2a+γ)L)(θ−(2d+γ)L)−(2c+γ)(2b+γ)L2].

(29)
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We can thus rearrange with respect to γ which leads to a secondary degree
equation in γ :

γ2 + 2γ(c+ d) + (a− d)2 + 4bc = 0 (30)

which gives us two possible solutions if the discriminant is positive :
γ = −(c+ b) +

√
(c− b)2 − (a− d)2

γ = −(c+ b) +
√

(c− b)2 − (a− d)2
(31)

as the only way of changing sign of the discriminant of the characteristic poly-
nomial of the Jacobian matrix is to have two real solutions in function of γ, which
then completes the proof.

5.4 Analytic solution of the first-order differential system

Proof. Recalling the system (9):


Ẇ =

((2a+ γ)L− θ)Wt + (2b+ γ)LBt − L2(a+ b+ γ)− αL
θ

Ḃ =
(2c+ γ)LWt + ((2d+ γ)L− θ)Bt − L2(c+ d+ γ)− αL

θ

(32)

we can rewrite it in a more tractable form :
Ẇ = AWt + PBt −Kw

Ḃ = CWt +DBt −Kb

(33)

with A ≡ (2a+ γ)L− θ
θ

, P ≡ (2b+ γ)L

θ
, C ≡ (2c+ γ)L

θ
, D ≡ (2d+ γ)L− θ

θ
,

Kw ≡
−L2(a+ b+ γ)− αL

θ
, Kb ≡

−L2(c+ d+ γ)− αL
θ

.

Then we can get the following system by expressing Bt as a function of Wt and
its differentials : 

Bt =
Ẇ − AWt −Kw

P

Ḃ = CWt +DBt −Kb

(34)
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Then deriving an expression of Ḃ from this first equation :

Ḃ =
Ẅ − AẆ

P
(35)

We can then rewrite the second equation of the system (25) as :

Ẅ − AẆ
P

= CW +D
Ẇ − AWt −Kw

P
+Kb (36)

which can be rearranged as :

Ẅ − (A+D)

P
Ẇ + (A− C

P
)Wt = Kb −

D

P
Kw (37)

Then we solve first the homogeneous equation related to equation (28):

Ẅ − (A+D)

P
Ẇ + (A− C

P
)Wt = 0 (38)

which has the characteristic equation:

r2 − (A+D)

P
r + (A− C

P
) = 0 (39)

with r a generic term. Then depending on the sign of the discriminant of
equation (30), we get the following general solutions denoted by the superscript g
:



If ∆ > 0, Then W g
t = k1e

r1t + k2e
r2t with r1, r2 =

A+D

P
±
√

∆

2

If ∆ = 0, Then W g
t = k1e

rt + k2te
rt with r =

A+D

2P

If ∆ < 0, Then W g
t = eξt(k1cosϕt+ k2sinϕt) with ξ =

A+D

2P
and ϕ =

√
∆

2
(40)

Then for a particular solution (denoted by the superscript p), as the forcing
term is a constant, let us assume that y(t) is a constant, then the first differential
is null while the second differential does not exist which implies that a particular
solution for Wt is :

W p
t =

PKb −DKw

PA− C
(41)
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Then as the solution of a differential equation is the sum of a general solution
and a particular solution, we know the form of the solution for Wt. Therefore we
can compute the solution for Bt. First, if ∆ > 0, then we have :

W ∗
t = k1e

r1t + k2e
r2t +

PKb −DKw

PA− C
⇐⇒ Ẇ ∗ = r1k1e

r1t + r2k2e
r2t (42)

Then substituting into the first equation of (25), we get:

B∗t = (r1 − A)k1e
r1t + (r2 − A)k2e

r2t − APKb −DKw

PA− C
(43)

5.5 Details of the variables

Table 3: Reduced form estimates

• N2L5 represents the interaction between N2 and L5 which are respectively
ln(1 + B) and ln(1 + LW ), with B the share of Blacks in a district in 1996,
and LW is the share of Whites in a province in 1996. It is equivalent to the
term BtL

W in the theoretical model.

• N5L5 represents the interaction between N5 and L5 which are respectively
ln(1 +W ) and ln(1 +LW ), with W the share of Whites in a district in 1996,
and LW is the share of Whites in a province in 1996. It is equivalent to the
term WtL

W in the theoretical model.

• L2L5 represents the interaction between L2 and L5 which are respectively
ln(1 + LB) and ln(1 + LW ), with LB the share of Blacks in a province in
1996, and LW is the share of Whites in a province in 1996. It is equivalent
to the term LBLW in the theoretical model.

• L5L5 represents the interaction between L5 and L5 which is ln(1 + LW ),
with LW the share of Whites in a province in 1996. It is equivalent to the
term (LW )2 in the theoretical model.

• L5 represents ln(1+LW ) with LW the share of Whites in a province in 1996.
It is equivalent to the term LW in the theoretical model.

• N2L2 represents the interaction between N2 and L2 which are respectively
ln(1 + B) and ln(1 + LB), with B the share of Blacks in a district in 1996,
and LB is the share of Blacks in a province in 1996. It is equivalent to the
term BtL

B in the theoretical model.
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• N5L2 represents the interaction between N5 and L2 which are respectively
ln(1 +W ) and ln(1 +LB), with W the share of Whites in a district in 1996,
and LB is the share of Blacks in a province in 1996. It is equivalent to the
term WtL

B in the theoretical model.

• L5L2 represents the interaction between L5 and L2 which are respectively
ln(1 + LW ) and ln(1 + LB), with LB the share of Blacks in a province in
1996, and LW is the share of Whites in a province in 1996. It is equivalent
to the term LBLW in the theoretical model.

• L2L2 represents the interaction between L2 and L2 which is ln(1 + LB),
with LB the share of Blacks in a province in 1996. It is equivalent to the
term (LB)2 in the theoretical model.

• L2 represents ln(1 +LB) with LB the share of Blacks in a province in 1996.
It is equivalent to the term LB in the theoretical model.

• Children (mean) represents the mean number of living children per house-
hold in a district in 1996.

• Schooling (mean) represents the mean number of years of schooling in a
district in 1996.

• Age (mean) represents the mean age in a district in 1996.

• Income (mean) represents the natural logarithm of the mean income in a
district in 1996. The income is computed as the center of the class in which
the individual has declared to be.

• Unemployment represents the natural logarithm of the unemployment rate
in a district in 1996. The unemployment rate is computed as the number of
individuals aged 15 or older declaring that they are unemployed and looking
for a job over the sum of the individuals aged 15 or older currently employed,
of the individuals declaring being unemployed, and the individuals aged 15
or older declaring being retired or having a pension.
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